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An objective real-time data-adaptive technique for efficient 
model resolution improvement in magnetotelluric studies 

Alan G. Jones* and John H. Fostert 

ABSTRACT 

A scheme is described whereby the error associated 
with the least well-resolved model eigenparameter in a 
magnetoteJluric survey is reduced by focusing data col­
lection on a specific range of frequencies. The scheme 
also gives a quantitative estimate of the statistical error 
associated with the least well-resolved model parameter, 
and thus provides an objective criterion to the operator 
regarding when to cease data collection at that location. 

The scheme is based on a linearization of the relation­
ship between variations in the model parameters and 
the changes thereby introduced to the computed re­
sponse function. The matrix of partial derivatives de­
scribing this linearization is factored orthogonally by a 
singular value decomposition. 

The schemc is illustrated by applying it to a synthetic 
data set. Also, the algorithm has been coded in Basic on 
an HP9845 and cmployed in the field. An example is 
given of its field operation in a sedimentary basin envi­
ronment. 

I:'>iTROD V CTION 

The operator of a magnetotelluric (MT) survey in any locale 
is beset with the traditional tradeoff problem of acquiring 
either highly precise data (i.e., with small standard errors as­
sociated with the estimate.d. r.esponse functions) at a few sites-, 
or "sufficiently" precise data at many sites. There is to date no 
in-field objective criterion for defining "sufficient," and it is 
highly likely that terminating data collection too soon would 
result in an unacceptable lack of resolution of some of the 
parameters describing the conductivity-depth structure below 
the site. Also, for systems that scan frequencies individually, it 
is inefficient to reduce the standard errors of the MT response 
functions at all available frequencies when reducing the stan­
dard errors at a certain critical range of frequencies performs 
the same reduction in the standard error of the previously 
unresolved model parameters. 

A scheme is described whereby resolution of the least well­
resolved model parameter (or combination of model parame­
ters) is improved by focusing data collection at certain crucial 
frequencies in order to reduce the standard errors of the re­
sponse functions at those frequencies. The scheme also gives a 
quantitative estimate of the standard error associated with the 
model parameter which is the least well-resolved, and thus 
gives an objective criterion to the operator as to when to cease 
data collection at that location. 

The scheme is based on a linearization of the relationship 
between variations in the model parameters and the changes 
thereby introduced on the theoretically observed response 
function. The matrix of partial derivatives, or "system 
matrix," describing the linearization is factored orthogonally 
by a singular value decomposition (SVD), 

The scheme is illustrated by applying it to both a synthetic 
data set and to a field data set. 

THEORETICAL DETAILS 

The theoretical approach used is based on the well-known 
SVD of the system matrix relating the model parameters to 
the observations. This approach has been used successfully in 
solving the onc-dimensional (1-0) and two-dimensional (2-D) 
inverse problems posed by the MT method (Jupp and Vozoff, 
1975, 1977a, b; Vozoffand Jupp, 1975; Edwards et aI., 1981; 
lones, 1982; Cavaliere and lanes, 1984) and in experiment 
design (Vozoff and lupp, 1977; Ilkisik and Jones, 1984). The 
above articles give a complete. discussion on SVD, as do Wig­
gins (1972) and Lawson and Hanson (1974). 

Briefly, for a set of model parameters, Pj' j = 1, .. " n, which 
parameterize the conductivity-depth distribution below a lo­
cation and given observations 0;, i = 1, .. " m, there exists a 
highly nonlinear relationship between the two, 

0= F(p). (I) 

For infinitesimally small order changes in the parameters Apj 

causmg small-order changes in the observations Ao;, then by 
neglecting terms higher than first order in the Taylor series 
expansion, an equation relating /l.Pj to /1.0; may be written, 
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~o = ~~p, (2) 

where ~ is the matrix of partial derivatives of m rows and n 

columns, consisting of terms of the form 

OOt 

aij= OPj' (3) 

The m x n matrix ~ can be factored by an SVD into an m x n 

orthonormal matrix \}, an n x n orthonormal matrix y, and 
an n x n diagonal matrix ~ such that 

(4) 

(Lanczos, 1961), where T indicates transpose. The diagonal of 
~ consists of the ordered singular values, Aj , j = 1, ... , n, and 
are such that Al ;::: 1..2 ;::: ... ;::: An' II contains n eigenvectors of 
length m associated with the columns (observations) of ~ (they 
are the eigenvectors of ~~ T) while y contains n eigenvectors 
of length n associated with the rows (parameters) of ~ (they 
are the eigenvectors of ~ T~). Rewriting equation (2) in terms 
of an SVD of matrix ~ gives 

~o = \}~yT~p, (5) 

hence 

(\}T~O) = ~(yTAp), (6) 

or 

1'.0' = ~Ap'; (7) 

and thus the complicated relationship described by equation 
(2) has been reduced to a linear relationship between "eigen­
data," given by 

(8) 

and "eigenparameters," given by 

(9) 

Obviously, the first element in p', p'!, is the most sensitIVe 
combination of model parameters because small variations in 
P'I' i.e., /l,.Pl' result in the largest changes in the observations 
1'.0'1' because Al is the maximum singular value. Conversely, 
the last element in p', p~, is the least sensitive eigenparameter. 
Assuming equation (2) has already been scaled to reflect the 
standard errors associated with each observation 0i' then to 
resolve p~ better, it is necessary to reduce the standard errors 
associated with o~. From equation (8), o~ is given by a linear 
combination of the observations 0, and that linear combi­
nation is detailed by the last row of \}T, i.e., the last column of 

\}' 
m 

o~ = L Ui"Oi' 
i=1 

(10) 

Hence, concentrating data collection on those frequencies that 
have significant contributions in the last column of \} results 
in a reduction of the standard errors of the data at those 
frequencies, and accordingly a superior resolution of p; . 

Virtually all previously mentioned works concentrated on 
which model eigenparameters were best resolved by consider­
ing y, and were only interested in \J for information purposes 
because it was usually assumed data were already available 
and were not being collected. However, in our approach we 
are more concerned with !J, because our data collection is 

ongoing and we are undertaking our analysis in real time. 
The standard error associated with p~, the worst resolved 

eigenparameter, is I/)'n' If this error is less than a certain value 
previously dictated by the client or party geophysicist, then 
the operator can, in complete confidence, end data collection 
and move to a new location. If I/An is greater than this value, 
however, the operator knows that the standard errors at the 
frequencies described by the last column of II are still too 
large for adequate resolution of the model parameters to 
within the required accuracy. Hence, more data need to be 
collected. 

It is important that the model be correctly parameterized; 
otherwise highly misleading and biased information could 
result. I n order that the layer resistivities Pi and the layer 
thicknesses hj have nondimensional units, and that the system 
matrix not be biased (for example, by thick layers prefer­
entially over thin ones), the logarithms of these layer parame­
ters are the chosen model parameters. Hence, the model is 
parameterized in terms of (21 - I) parameters, where t is the 
number of layers, and these are log (p), j = I, ... , t followed 
by log (h), j = I. ... , ! - 1. Such a parameterization is also 
quite natural in electromagnetic induction studies due to the 
skin depth attenuation effect that exhibits an exponential 
decay characteristic. 

For the observations, this work concentrates solely on the 
MT apparent resistivity data; the extension to include mea­
sured phase data is trivial. It is well-known that the apparent 
resistivity displays a lognormal distribution rather than a 
normal onc (Bentley. 1973; Fournier and Febrer, 1976); hence, 
the observations are log [(Pa),]' i = 1, ... , m observed at m 
frequencies. Accordingly, the matrix of partial derivatives con­
,iSlS- crI terms of the form 

{l log [(Pal;] 
a·· = 

IJ {~ log (p) , 
(11 ) 

where 

Pj' j <;. t 
Pj = 

hj _ r, j> t 
(12) 

Finally, the matrix ~ must be scaled to reflect the differing 
standard errors associated with each observation. This is ac­
complished by dividing the elements aij' given as equation 
(11), by the standard errors on a logarithmic scale at each jth 
frequency ej . For example, ej = 1 implies that the standard 
errors of that particular apparent resistivity are plus or minus 
one decade. Hence, the scaled matrix consists of terms such as 

I n log [(PaU 
a .. =-

IJ e
j 

() log (p) . 
(13) 

PRACTICAL DETAILS 

To derive the matrix of partial derivatives ~, a model must 
be sought which is indicative, to first order, of the 
conductivity-depth distribution below the location. This in­
verse problem is certainly nontrivial, and much effort has been 
expended in this direction in recent years. However, the objec­
tive of the proposed scheme is not to undertake a comprehen­
sive I-D in-field inversion of the data, but to identify those 
frequencies at which the standard errors need to be reduced 
compared preferentially to other frequencies. Hence, it is suf-
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ficient that the model used be representative of the true 
conductivity-depth structure, and that the two are "linearly­
close ". 

The first-order approximation scheme employed by the au­
thors for deriving a model from the observed response is a 
slight modification of the well-known Niblett-Bostick trans­
formation (Niblett and Sayn-Wittgenstein, 1960; Bostick, 
1977; jones, 1983). The Niblett-Bostick transformation gives a 
resistivity PB at depth h, from the apparent n!sislivity curse­
alone, by 

and 

h = [Pa(T)T]I!2 
2rq.l 

[
1 + m(T)] 

PB(h) = p.(T) 1 _ m(T) , 

(14) 

(15) 

where T is the period of interest and m(T) is the gradient of 
the apparent resistivity curve with increasing period in log-log 
space, i.e., 

meT) = d log [Pa (T)] . 
d log (T) 

(16) 

The Niblett-Bostick transform is known to perform well in the 
case of a decrease in resistivity with depth, but not so well for 
an increase of resistivity with depth. This is due to the reluc­
tance of current to enter a more resistive layer. To compensate 
partially for this effect, the gradient of m(T) can be taken into 
consideration, i.e., 

m'(T) = d
2 

log [Pa (T)] 
d2 log (T) 

(17) 

If both m(T) and m'(T) are positive, then the apparent resistiv­
ity curve indicates that, at the periods of interest, a transition 
is being made between a less resistive layer to an underlying 
more resistive one. Conversely, if both m(T) and m'(T) are 
negative, then the opposite is true. Hence, a first-order inver­
sion is defined by resistivity P J, at depth h, given by 

[
1 + m(T)] 

pJ(h) = ParT) 1 _ m(T) 

or 

for sign (m) ¥ sign (m'), 

(18) 

[
1 + sign (m)(1 m Dq] 

PJ (h) = Po (T) 1 _ sign (m)(1 m Dq for sign (m) = sign (m'), 

where 

q = 1/(1 + m)2 for m(T) > 0, 

or (19) 

q = 1/(1 - m)I!2 for m(TJ < O. 

A comparison of a true model witl). the Niblett-Bostick trans­
formation and the transformation described above of the theo­
retically observed response is illustrated in Figure 1. As can be 
seen, the modified transformation gives a sharper increase 
with depth on entering the lower resistive zone. The continu­
ous model, defined by pJ(h), is subsequently "blocked" such 
that each maximum and minimum is considered to define a 
layer of that resistivity. The interface between two adjacent 
layers is placed at the depth where PJ(h) displays a resistivity 

equal to the geometric mean of the two layer resistivities. Any 
adjacent layers are then joined together if their layer re­
sistivities differ by less than one-quarter of a decade, ensuring 
that the total conductivity-thickness product equals the sum 
of the two individual ones. For the model of interest, the 
"blocked" first approximation model is as illustrated in 
Figure 1. Note that the third layer in the blocked model does 
not have the resistivity given by the maximum value (at a 
depth Gf appro*imate!y 7 000 m); because- the-layer defined by 
this maximum value was joined with the underlying half­
space. 

The described method could, of course, be replaced by any 
other method thought to be superior for in-field determi­
nation, for example Fischer's analytical algorithm (Fischer et 
aI., 1981). However, the scheme chosen must be compu­
tationally fast enough to work in real time without interrup­
ting data collection. 

Once a suitable model is discovered, matrix ~ can be 
derived and facto red by an SVD. The operator can then be 
informed of (1) the value of An' which indicates whether to end 
data collection or not; (2) the last column of y, which gives 
the mixed model parameter least resolved; and (3) the last 
column of \J, stating which frequencies are crucial for improv­
ing the resolution of (2). 

SYNTHETIC EXAMPLE 

The theoretical model shown in Figure 1 was used to illus­
trate the proposed scheme. Geologically, it represents a frac­
tured basalt layer, of resistivity 125 Q. m and thickness 1 500 
m, overlying 1 000 m of sediments of 15 Q. m, with a base­
ment of 250 Q. m. The theoretical MT apparent resistivity 
response observed over this structure in the frequency range 
10- 2 to 102 Hz is shown in Figure 2. For this example, a 
sampling of 3 points per decade was chosen to keep the 
matrices small enough for illustration purposes. However, the 
scheme can be applied for any sampling. 

The matrix of partial derivatives was generated from the 
derived blocked model, not the true theoretical model (which 
would be unknown for real data), and subsequently scaled to 
reflect a standard error of 0.25 (25 percent) on all data (i.e., 
one-quarter of a decade). An SVD facto ring of ~ into the 
component matrices lJ, ~, and y was undertaken, and the 
matrices were inspected (Figure 3). 

As other similar studies have shown for the case of a 
resistive-conductive-resistive model, the best-resolved model 
parameter is the conductivity-thickness product of the con­
ducting layer, S2 = (12 h2 (Figure 3a). This is deduced from the 
fact that the two model parameters with the greatest contri­
bution to the best-resolved eigenparameier P'I are given by log 
(P2) and log (h2J. However, the contributions are of opposite 
sign and hence the eigenparameter is equivalent to log (h2) 
- log (P2) = log (h2!pz) = log (S2)' The standard error of log 

(S2) is less than 0.08. The other reasonably well-resolved pa­
rameters and their associated standard errors, in decreasing 
order of resolution, are: log (TI)' 0.10 (Figure 3b); log (SI)' 0.15 
(Figure 3c); and log (P3), 0.30 (Figure 3d). The least resolved 
parameter is log (T2), the resistivity-thickness product of the 
conducting layer, with a standard error greater than 1 (Figure 
3e and Figure 4a). The SVD factorization illustrates that the 
orthogonal parameterization of the second layer is not pz and 
h2 as used, but S2 and T2 , the Dar-Zarrouk parameterization 
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FiG. 1. A comparison of a Niblett-Bostick first-order inverse 
(PH' dotted line) and an inverse which takes into consideration 
the second-order derivative of the apparent resistivity curve 
(p J, solid line) with the true resistivity-depth distribution that 
generated the theoretical response (dashed-dotted line). Also 
shown is the "blocked" first-order inverse proposed (dashed 
line). 
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FIG. 2. The theoretical response of the true model shown in 
Figure 1, with the standard errors of the data points at the 
conclusion of the synthesized data acquisition. 

(Maillet, 1947). Hence although both parameters of the upper­
most (basalt) layer are sufficiently well-resolved, the conduc­
tivity and thickness of the conducting (sediment) layer are not 
independently determined; thus no reliable estimate of the 
depth to basement is possible. 

To obtain better resolution of T2 , it is necessary to reduce 
the standard errors of those frequencies that have a significant 
contribution to the last column of the \J matrix (Figures 3e 
and 4a). Frequencies 4 (10 Hz), 6 (2.2 Hz), and 7 (1 Hz) (Figure 
4a) all have contributions exceeding 10 percent. (The relative 
contribution of each Ui5 is given by its square, since the sum of 
squares of all elements down anyone column of \J, and Y, 
equals unity.) Reducing the standard errors of only those three 
frequencies from 0.25 to 0.13 (which replicates greater data 
collection in the field at those frequencies alone) causes a re­
duction in the standard error of log (T2 ) from 1.2 to 0.34. The 
resolution of the other eigenparameters is also improved. 

Again, the last column of \J indicates that frequencies 2 (46 
Hz), 4, 6, and 7 need smaller standard errors to improve the 
resolution of Tz (Figure 4b). Reducing each of them by one­
half (0.25 to 0.13 for frequency 2, 0.13 to 0.06 for the other 
three frequencies) results in a reduction in the standard error 
of log (Tz ) from 0.34 to 0.20. Also, all other model parameters 
ha ve far smaller associated standard errors. 

In the third stage, the last column of \J is as illustrated in 
Figure 4c. Frequencies 2, 4, and 13 are identified as being 
most important for the least-resolved, mixed-model parameter, 
which is now a combination of Pz, P3, and 11 2 , or Tz P3' 
Frequency 7 no longer plays an important role. Note also that 
the least-resolved eigenparameter now includes P3 because the 
lowest frequency (longest period), number 13, is of importance 
at this stage. 

Cycling through and reducing the statistical error of each of 
the four important frequencies by one-half (i.e., frequency 2 
from 13 percent to 6 percent, 4 and 6 from 6 percent to 3 
percent, and 13 from 25 percent to 13 percent), results in the 
last columns of \J and Y as shown in Figure 4d. The standard 
error associated with Vs is now 1/8.7 which is approximately 
11.5 percent, and parameter eigenvector V5 indicates that ei­
genparameter P3 h2 is now the least resolved. The important 
frequencies for Vs' as indicated by us, are again 2, 4, 6, and 13. 
However, at this point the standard errors associated with 
frequencies 4 and 6 are 3 percent, and the operator may decide 
that no further improvement in precision is possible; hence he 
may end data collection at these frequencies. 

Concentrating on the remaining two frequencies, i.e., 2 and 
13, and reducing their standard errors by one-half (to 3 per­
cent for frequency 2, 6 percent for 13) leads to the situation 
illustrated in Figure 4e for Us and vs. At this point the error in 
the least-resolved eigenparameter, which is P3 Tz , is 10 percent 
and the frequencies of importance are 2, 4, and 6. However, all 
three of these frequencies have standard errors which are at 
the" limits" of the system (in this example, chosen as 3 per­
cent), and hence no further improvement can be made by 
concentrating data collection on them. There is the possibility 
of marginal improvement by reducing the standard errors at 
some other frequencies (e.g., 9 and 13), but this does not sig­
nificantly increase As. Accordingly, the operator now has an 
objective reason to end data collection. At this point the data 
would appear as illustrated in Figure 2. 

There is a significant reduction in time by showing prefer­
ence for specific frequencies. Assuming the data are statis-



94 Jones and Foster 

1.0 

IUi1 I (a) + IVii I 

A1=14.0 

I 0.5 

0 
1.0 

lu i21 (b) >-2=9.5 Ivi2 1 

0.5 

0 
1.0 

IU i3 1 
(cl A3=7.5 \vi31 _ 

+ 

0.5 

+ 

IU i4 1 {d} IVi41 

A4= 3.1 

0.5 

0r---~L--------------------------4--~~--~--~--~--~~ 
1.0 

(e) 
+ 

Al!=O.9 + 
0.5 

0~------~------~------~----~~---+---4~~~--~--+-~ 
102 10 10-1 10-2 log ('P2) I log(h l ) I 

log(PI) log (P3) log(h2 ) 

Frequency (Hz) Model parameters 

FIG. 3. The SVD analysis of the data illustrated in Figure 2 assuming that all data points had an associated standard 
error of 25 percent (one-quarter of a decade). The left side of the diagram shows the columns of the TJ matrix (absolute 
values only), while the right side shows the columns of the ¥ matrix, with the associated singular value. The signs 
above the entries for the ¥ matrix indicate the sign of that particular entry. (a) is the best resolved eigenparameter (82) 

with Al = 14.0 and its eigendata; (e) is the worst resolved eigenparameter (T2 ) with As = 0.9. Note that (e) is the same 
as Figure 4a. 
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tically distributed such that doubling the observations reduces 
the standard error by 1.414 (i.e., ,)2) and after x units of time 
data at one frequency have 25 percent standard error, then to 
reduce the error at all t 3 frequencies from 25 to 3 percent 
requires 13 X (3)2-: = 117x time units. For the example dis­
cussed above, only 35x time units are required (reducing fre­
quencies 2, 4, and 6 from 25 to 3 percent, and frequencies 7 
and 13 from 25 to 6 percent), a saving of two-thirds of the 
time required for data acquisition. 

FIELD EXAMPLE 

An example of the application of the proposed data­
adaptive technique to real data is taken from the recent MT 
survey of Prince Edward Island by Jones and Garland (1985) 
for geothermal energy resources, using Earth Physics Branch's 
PHOENIX real-time MT system. For frequencies in the HI­
RANGE mode (1-384 Hz), at anyone moment in time the 
system concentrates data collection on two particular fre­
quencies by using narrow band-pass filters. In LO-RANGE 
mode at the lower frequencies (1-2 000 s period), the data are 
wide-band collected and are analyzed in real time by a cas­
cade decimation scheme (Wight et al., 1977). Accordingly, at 
the higher frequencies, the system is perfectly suited for appli­
cation of this data-adaptive technique. 

At an early stage in HI-RANGE (after averaging 50 har­
monics) during recording at one particular site on the eastern 
half of the island, the MT apparent resistivity responses for 
the high-frequency data were as illustrated in Figure 5 (data 
illustrated by ± 1 standard deviation error bars). These data 
were polynomially smoothed (smoothed data points illus­
trated as open circles on Figure 5), and the data evaluation 
software was executed. The "first approximation" model was 
of a three-layer earth with parameters and theoretical re­
sponse (solid circles) as illustrated in Figure 5. The worst re­
solved model eigenparameter was P3' the resistivity of the 
half-space, with a standard error of greater than 100 percent. 
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FIG. 5. The apparent resistivity data (plus or minus one stan­
dard error) at an early stage of data acquisition for the fielLi 
survey. (The actual data are not shown if they and their errors 
lie within the smoothed data, as shown by open circles.) The 
first-approximation inverse of the smoothed data is illustrated 
with its theoretical response (solid circles). The frequencies 
that warrant attention to improve the resolution of the worst 
resolved eigenparameter (in this case (3) are within the hori­
zontal bar. 

To increase resolution of P3, the frequencies within the 
marked band on Figure 5 warranted attention. Note that at 
this stage reducing the standard errors of the lowest two fre­
quencies (those with the largest error bars in Figure 5) does 
not significantly improve the resolution of P3 compared to 
reducing the standard errors of the frequencies in the marked 
band (9 percent contribution to the resolution of P3 compared 
to 53 percent). After each cycle of data acquisition, the rec­
ommendations of the data evaluation scheme were followed 
until the data were as illustrated in Figure 6. At this point, the 
first-approximation model was of two layers with pz as the 
worst-resolved model eigenparameter with an associated stan­
dard error of 23 percent. To improve accuracy, the frequencies 
within the band shown in Figure 6 required more precise data. 
This was not considered possible; and accordingly the system 
was switched to LO-RANGE cascade decimation mode. 
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FIG. 6. The apparent resistivity curve at the conclusion of data 
acquisition in HI-RANGE (1-384 Hz), with the smoothed 
curvc (open circles) and the theoretical response of the first­
approximation model shown (solid circles). The data at the 
frequencies within the horizontal bar would have to have their 
errors reduced to resolve P2 better (the worst resolved eigen­
parameter). 
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FIG. 7. The apparent resistivity curve at the conclusion of data 
acquisition, together with the smoothed curve (open circles) 
and the theoretical response of the first-approximation model 
shown (solid circles). The data at the two frequencies within 
the horizontal bar would have to have their errors reduced to 
improve the resolution of T2 , i.e., P2 h2 (the worst resolved 
eigenparameter). 
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After recording in LO-RANGE mode until the data were as 
illustrated in Figure 7, the data evaluation software indicated 
that the worst resolved eigenparameter was P2 h2 (or T2 ) with 
a standard error of 3 t percent. The most significant improve­
ment in resolution could have been obtained by reducing the 
standard errors at the two frequencies indicated in Figure 7. 
Again note that reducing the standard errors of those fre­
quencies with the largest standard errors does not increase the 
resolution of P2 h2 , which may mislead an operator into wast­
ing valuable time trying to reduce the standard errors at all 
frequencies. 

At this point it was decided that no significant further im­
provement could be obtained by continued data acquisition. 

CONCLUSION 

The data-adaptive scheme described here statistically ana­
Iyzes a model that is representative of the conductivity struc­
ture beneath a location. The analysis is based on an SVD of 
the system matrix relating the observations to the model pa­
rameters. Such a factoring yields information detailing the 
worst-resolved eigenparameter of the model, and also the fre­
quencies that require more precise data to improve the resolu­
tion of that eigenparameter. 

A fairly crude first-approximation scheme, based on the 
Niblett-Bostick transformation, was used to seek a model that 
describes the observations. However, the scheme presented 
could be replaced by any scheme thought to be superior, pro­
vided it is fast enough to operate in reai time. (The whole data 
evaluation package written for the PHOENIX system by the 
authors will execute in real time without endangering the cas­
cade decimation data acquisition in the LO-RANGE mode, 
provided the number of model layers is less than seven.) 

Obviously, the scheme only functions totally correctly at 
locations where the earth is considered 1-0, e.g., in a sedi­
mentary basin environment. However, in many 2-D situations 
one of the apparent resistivity curves may be interpreted in a 
1-D manner (10nes and H utton, 1979). The choice of which of 
the two curves to take requires a priori knowledge of the 
region, and hence this scheme may be useful on follow-up 
surveys: For 3~D-structure, neither of the two responses may 
be interpreted in a I-D manner, and accordingly this data 
evaluation scheme should not be used. 
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