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Abstract. In this work, data from two of the instru­
ments of the MUnster International Magnetospheric 
Study (IMS) Scandinavian Magnetometer Array are 
combined with synoptic telluric field measurements, 
and the joint data sets are analysed to derive the magne­
totelluric response functions for the locations. The data 
analysis procedures employed, particularly the timing 
error correction technique, are described in detail. One­
dimensional interpretations of the response functions, 
from both the northern Swedish and the southern Fin­
nish location, are shown to be valid. Accordingly, both 
first-approximation continuous models and more com­
prehensive layered-earth models - found by a Monte­
Carlo search procedure - acceptable to the response 
functions are illustrated. The models acceptable to the 
northern Swedish MT response are almost identical to 
those acceptable to the previously derived horizontal 
spatial gradient (HSG) response for the same locale, 
displaying a mono tonically decreasing electrical resis­
tivity with depth, and the existence of a zone of low 
resistivity in the upper mantle at a depth of around 
200 km. For the southern Finnish data however, the 
acceptable models describe the existence of a lower 
crustal conducting layer, of around 25 Qm, which was 
suspected from a qualitative analysis of previous work. 
Inadequate and insufficient long period information for 
this location preclude a positive identification of a pos­
sible electrical as then os ph ere beneath southern Finland. 
However, any such zone cannot be closer to;, the surface 

, than 150 km. 

Key words: Geomagnetic induction studies in Scandi­
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1. Introduction 

Geomagnetic induction effects observed by the Scandi­
navian IMS (International Magnetospheric Study) mag-
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netometer array (KUppers et al., 1979) have been dis­
cussed in two previous publications in this series (Jo­
nes, 1980 and Jones, 1981a, hereafter referred to as 
Papers I and 11 respectively), and in two associated 
works (Jones, 1982a and Jones, 1982b, Papers la and 
Ib). The analyses of the magnetometer data alone, by 
both the horizontal spatial gradient (HSG) method and 
the more traditional geomagnetic depth sounding 
(GDS) methods, were quite successful in detailing the 
upper mantle (i.e., depths <200km) ID conductivity 
structure beneath northern Sweden (Papers I, la, Ib) 
and northern Finland/northeastern Norway (Paper Ib), 
and in delineating two rather strong inhomogeneities in 
electrical conductivity, probably in the crust, in nor­
thern Norway and northern Sweden (Paper 11). The 
latter of these, the Storavan anomaly, was also ob­
served by Richmond and Baumjohann (1983) in their 
internal/external separation of the magnetometer array 
data. 

In this work, magnetic observations recorded by 
two instruments of the array are combined with telluric 
measurements made at the same locations, and the 
joint data sets are analysed in order to derive the 
magneto telluric (MT) response functions for those lo­
cations. At one of the locations, audiomagnetotelluric 
measurements were also made. Attention is given to the 
analysis methods employed, and a general technique for 
reducing any possible timing discrepancy between the 
telluric and magnetic data sets is described and utilized. 
Models consistent with the resulting MT response func­
tions from the two locations are discovered by a Mon­
te-Carlo random search of the parameter spaces, and 
resistivity-depth profiles are presented. The acceptable 
models are shown to be highly compatible to those for 
the HSG data. 

Other geomagnetic induction exyeriments have re­
cently been conducted in Finland. Adam et al. (1982a) 
made MT measurements at five locations along a 
SW/NE profile. with an average inter-station spacing of 
some 60 km. Adam et al. (1983), complementing the 
above work with two long period (103-104 s) MT sites, 
compared the results of their experiment with similar 
ones conducted in the Pannonian basin. PajunplHi et al. 
(in press 1983) have presented a pre1imenary interpre­
tation of one of their magnetometer array studies which 
straddled the Ladoga-Bothnian Bay zone (see Fig. 1). 
These works will be compared with the present results 
in Sect. 7. 
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The four MT components will be referred to by the 
following letters or subscript numbers: 

component letter subscript 

magnetic north h or H 1 
magnetic east d or D 2 
telluric north nor N 3 
telluric east e or E 4 

(this numbering convention was introduced by Reddy 
and Rankin, 1974) where "north" and "east" refer to 
the Kiruna cartesian co-ordinate system introduced in 
Kiippers et al. (1979); small letters refer to time domain 
series and parameters, whilst capital letters refer to 
frequency domain series and parameters throughout. 

2. Instrumentation 

2.1 Magnetic instrumentation 

The three components of the time-varying magnetic 
field were recorded on photographic film by modified 
Gough-Reitzel magneto meters (Gough and Reitzel, 
1967; Klippers and Post, 1981) located in Scandinavia 
principally for observations during the IMS, to which 
Mlinster University contributed by operating an array 
of 36 instruments. Full details of the array can be 
found in Klippers et al. (1979), and of the instruments 
in Klippers and Post (1981). The magnetic resolution of 
the variometers was assessed at approximately 2nT for 
a digitization accuracy of one millimeter, and the tem­
poral resolution was typically better than 20s for an 
instrument on 10 s recording mode (the problems en­
countered due to timing discrepancies between the tel­
luric and magnetic data are discussed in detail in 
Sect. 4.4). 

The response functions of the three wire-suspended 
magnets for a typical magnetometer are illustrated in 
Klippers and Post (198l). The copper (Cu) damping 
blocks around each magnet acted quite closely as first­
order low pass Butterworth filters (see, for example, 
Kulhanek, 1976, pp.87-92) with - 3 dB points for a 
typical instrument at periods of: 

Iz-component: 9.5s, 
d-component: 13.0 s, 
z-component: 5.5 s. 

Hence, correction for instrument response was 
undertaken in the frequency domain by multiplying 
each complex Fourier harmonic of the magnetic data 
with the term 

(1) 

where Wc is the appropriate - 3 dB point frequency 
given above. (Note that because the - 3 dB point 
frequencies are all above the Nyquist frequency, equal 
to a period of 20 s for an instrument on 10 s mode 
recording, this correction cannot be applied in the time 
domain due to aliasing effects. For correction of the 
time domain series, which may be necessary for in­
vestigations of short period phenomena, e.g., pulsation 
studies (Gla13meier, 1980), the series must be Fourier 
transformed, the relevant correction (as given by Eq.l) 
applied, then the corrected series must be inverse Fou-

rier transformed. This latter set of operations is also 
significantly faster than correction in the time domain by 
convolution filtering (see, for example, Rader, 1970).) 

2.2 Telluric instrumentation 

The telluric observations were made by a single two­
component instrument. The equipment was of simple 
design and construction, and, apart from the timing 
clock, the two channels were independent of each other. 
For each channel, the signals, recorded by the pairs of 
electrodes (constructed of lead (Pb) at NAT, and cop­
per sulphate (CuS04 ) at SAU, see Fig. 1), were elec­
tronically processed by the following set of operations: 

( a) common mode rejection, 
(b) band-pass filtering, by coupled low-pass and 

high-pass single pole passive RC circuits, with a reso­
nance period of 922.6 s and an amplitude drop-off of 
6 dB/octave, 

(c) amplification, by Keithley low noise amplifiers, 
and 

( d) analogue recording, by Minigor paper chart 
writers. 

The system also included an internal quartz clock, 
and was battery powered such that an uninterrupted 
recording of 48 h of data was possible. This latter time 
was, however, dependent on the chart speed chosen. 
The usual chart speed was 15 cm/h, i.e., 12 s/mm, but 
occasionally a faster speed of 30 cm/h was used, in 
which case continuous recording of approximately 36 h 
of data was obtained. The clock was always started 
with reference to a transmitted radio timing signal (as 
were the magnetometers). 

As described in (b), the data were band-pass fil­
tered. Correction for this was undertaken in the fre­
quency domain (for the computational reasons detailed 
above) by multiplying each Fourier harmonic of the 
telluric data with the term: 

10.244 + i (8599W - 39~8W) (2) 

where w is the frequency of interest (in units of s -1). 

2.3 AMT instrumentation 

Audiomagnetotelluric (AMT) observations were made 
in addition in the vicinity of Sauvamaki (see Fig. 1) 
with a French scalar system ECA 541-0, manufactured 
by Societe Eca of Paris. The equipment was originally 
developed at the Centre de Recherches Geophysiques, 
Garchy (Benderitter et aI., 1973). The amplitudes of the 
telluric and magnetic fields were measured, at nine 
fixed frequencies, from 8-3,700 Hz. Two induction coils 
were used, one for the lower band (8-370 Hz), and one 
for the upper band (170-3,700 Hz), of frequencies. The 
telluric field was measured galvanically using steel elec­
trodes. After integration and electronic division of the 
amplitudes, the scalar value of apparent resistivity at 
each frequency was read directly from the instrument. 
At least five such readings were usually taken at each 
frequency and for each orientation. For every reading, 
the two signal amplitude meters (one for each of the 
magnetic and telluric fields) were monitored during the 
integration period to ensure that a reasonable corre­
lation was present between the fields. 
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two sites at which magnetotelluric 
measurements were made (N AT and 
SAU full circles), together with the three 

-1-----+-----1'58 locations at which HSG responses have 
been analysed (KIR, KEV and SAU full 
triangles). Also shown is the position of 
the Ladoga-Bothnian Bay zone 

3. Observations 

3.1 Nattavaara 

The magnetotelluric observations at Nattavaara (NAT, 
see Fig. 1; for the co-ordinates see Table 1 of Klippers 
et aI., 1979) were made during September, 1977. Ten 
events, totalling 56.5 h of data at 10 s digitizing interval, 
were chosen for analysis from the records by virtue of 
their signal content and differing polarizations of the 
magnetic field. The events were all of moderate activity, 
both to reduce, as much as possible, non-linear source 
field effects on the MT impedance tensor elements, Z, 
and to ensure that the telluric data remained within the 
dynamic range of the writers. Five of the events oc­
cured around local magnetic midday (approximately 
10: 35 UT, Whalen, 1970), two during the early evening 
hours (i.e., prior to the passage of the Harang discon­
tinuity), and the remaining three during the early 
morning hours (i.e., shortly after the passage of the 
Harang discontinuity). No systematic variation iil the 
derived elements of Z was observed for these three 
groups of data. 

3.2 Sauvamiiki 

Magnetotelluric observations at Sauvamaki (SAD, see 
Fig. 1) were undertaken during June, 1979. The telluric 
recordings were not made at exactly the same location 
as the magneto meter, due to interference in the natural 
telluric field by the STARE radar of Greenwald et al. 

32"E 

(1978), but at a site some 3 km from the magnetometer. 
A total of seven events, totalling 34.5 h of data at 10 s 
digitizing interval, were chosen for analysis, using the 
same criteria as described above, of which three includ­
ed variations observed at local magnetic midnight (ap­
proximately 22: lOUT). Inspection of the induction vec­
tors for these three indicated, however, that non-uni­
form source field effects were not apparent (see below). 
The telluric data for all seven events were recorded 
with the writers operating at the faster speed of 
30 cm/h, i.e., 6 s/mm. 

As discussed by several authors (Lilley, 1975; Be­
amish, 1980; Mareschal, 1981), non-uniform source fields 
have a far greater influence on the vertical to hori­
zontal magnetic field ratio than on the MT impedance 
tensor, Z, or on the inductive transfer function, C. 
Hence, non-uniform source fields are more apparent in 
the derived induction vector responses than in the es­
timates of Z. An inspection of the induction vectors for 
all seven events illustrated that, in the period range 
100-1,000 s, they were fully compatible with those de­
rived for a uniform source field (see Paper II) at the 
0.05 significance level (i.e., for 95 % confidence). 

AMT measurements were made at three locations 
within 4 km of the magnetometer and telluric sites dur­
ing July, 1980. At each location, an attempt was made 
to discover any possible departures from a 1 D earth by 
physically re-aligning the telluric spread at four dif­
ferent azimuths, namely 0°, 45°, 90°, and 135°, to local 
magnetic north. For each frequency, the final apparent 
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resistivity was determined by taking the geometric 
mean of five readings that were within a reasonable 
tolerance of each other. The geometric mean was taken, 
rather than the arithmetic mean, to be in accord with 
the notion that apparent resistivity displays a log-nor­
mal distribution (Bentley, 1973; Fournier and Febrer, 
1976). A "regional" apparent resistivity curve was ob­
tained by taking the geometric mean of all readings 
from the three locations and for all four orientations 
(see Fig. 9). 

4. MT data analysis 

4.1 General considerations 

The analysis of MT data by techniques of statistical 
frequency analysis is open to many options and va­
riants, and unfortunately not all authors explicitly de­
tails, or even state, the techniques that they have used. 
Whilst most of the methods employed on the data 
discussed herein can be considered as "standard prac­
tice", it is precisely because no "standard" yet exists in 
MT studies that a brief resume is considered necessary. 

Pre-processing of each data series included either 
trend removal (removal of a Lagrangian second-order 
interpolating polynomial, Jeffrey, 1971, pp. 336-337) or 
high-pass filtering (by two pole recursion filters, see 
Shanks, 1967), cosine tapering of the first and last 10 % 
of the series (Bingham et aI., 1967), and augmentation 
by zeroes to the next power of 2. It should be kept in 
mind that extension by zeroes implicitly increases the 
variance associated with each Fourier harmonic. If the 
data series are of required length, then the resulting 
complex Fourier harmonics will each have two degrees 
of freedom (one for each of the sine and cosine coef­
ficients respectively), with the exceptions of the zero 
frequency (DC) and Nyquist frequency harmonics 
which are purely real and accordingly have only one 
degree of freedom. Hence, the variance associated with 
each Fourier harmonic estimate is as large as the es­
timate itself. Increasing the point length from, for ex­
ample, M to M' by zeroes will reduce the number of 
degrees of freedom from 2 to 2M/M' (Bendat and Pier­
sol, 1971, pp. 324-325) and simultaneously increases the 
variance by M'/M. Hence, unnecessary augmentation is 
to be strictly avoided. 

After pre-processing, each data series was fast Fou­
rier transformed, and the Fourier spectra were corrected 
for instrument response by Eqs. (1) and (2) above. 

The raw spectra were then multiplied with the com­
plex conjugate of each of the others to give the raw 
auto- and cross-spectra (henceforth "auto- and cross­
spectra" will be referred to as simply "cross-spectra"), 
which were then frequency band averaged by spectral 
windows of constant-Q with a box-car form. From this 
smoothed auto- and cross-spectral matrix, or simply 
"spectral matrix", the timing discrepancies were esti­
mated, and the relevant corrections made to the phases 
(see Sect. 4.4). The following parameters were then de­
rived from the corrected spectral matrix: 

(a) the polarization parameters of the horizontal 
magnetic and telluric fields (after Fowler et aI., 1.967), 

(b) the bias-reduced ordinary, multiple and partial 

coherence functions between the various components 
(c.f. Sect. 4.5 below), 
and 

(c) the magnetotelluric impedance tensor elements, 
both unrotated and rotated. 

The impedance tensor elements were estimated by 
two different approaches, and a third estimate was giv­
en by a weighted average of these two. The three es­
timates for, for example, the ZXY tensor element were 
given by the following forms 

(3.1) 

Q -Axy 

Xl' AxxAl'l'-AxyAl'x' 
(3.2) 

A2 ~ A2 ~ 

W =Y32.1 Z Xl'+Y23.4Qxy 
Xl' Y~2.1+Y~3.4' 

(3.3) 

where, for example, S12 is the estimated cross-spectrum 
between the Hand D components, AXl' is the estimated 
admittance tensor element (see below), and n2.1 is the 
estimated partial coherence between Nand D with the 
influence of H on N removed in a least-squares man­
ner. 

The first form, ZXY' derived directly from the imped­
ance tensor Z given by 

E(w) = Z(w) H(w), (4) 

is that most often employed in MT studies (for exam­
ple, Swift, 1967; Vozoff, 1972; Reddy and Rankin, 
1972; Kurtz and Garland, 1976; Rooney and Hutton, 
1977; lones and Hutton, 1979a), and is well-known to 
be downward-biased for any un correlated random noise 
contributions on the magnetic field, but unbiased for 
any uncorrelated noise on the telluric field (see, for 
example, Sims and Bostick, 1969; Sims et aI., 1971). 

The second form, QXY' is derived from the admit­
tance tensor A, where 

H(w)=A(w)E(w) 
and 
Q(w)=A(w)-l 

(5) 

and has been used recently by Chave et al. (1981), Cox 
et al. (1980) and Filloux (1980). This form is upward­
biased for any uncorrelated noise contributions on the 
telluric data, but unbiased by uncorrelated noise on the 
magnetic data. However, it must be noted that the 
denominator ofAx }' in Eq. (3.2) contains a multipli­
cative term which can be written as (I-Y~4)' indicating 
that the solution becomes unstable, and even inde­
terminable, when the telluric field is highly linearly 
polarized, as is often the case. 

The third form, WXY ' is a weighted average of the 
other two. Cox et al. (1980) and Chave et aI., (1981) 
interpreted their two estimates, as given by the imped­
ance and admittance tensors, Eqs. (4) and (5) above, 
independently, but this has little justification. 

4.2 Frequency-time analysis 

Due to decreasing signal-to-noise ratios at short per­
iods, i.e., < 200 s, many data sets did not give accept­
able estimates of the impedance and/or admittance ten-
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sor elements at these periods (see Sect. 4.6 for a dis­
cussion of the acceptance criteria employed). Hence, a 
frequency-time (f - t) analysis of all the events was 
undertaken. The form of the f - t analysis has been 
described in full in Jones (1977), and briefly in Jones 
and Hutton (1979 a), and is based on a procedure in­
itially proposed by Welch (1967). 

Every series of, say, M points was spliced into sub­
series of length L points with £ points overlap, giving 
(Mj(L-£))-l such sub-series. Each sub-series was 
then pre-processed and subsequently processed as de­
tailed above, with the exception that a 1 -It I data win-
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Fig.3. The estimates of ix~ and Qx}' from an analysis of the 
whole data set illustrated in Fig.2 (dashed lines) and those 
from a selected sub-set of the event (full lines) 

dow was applied rather than cosine belling, and certain 
parameters were calculated, from the ens em bled sub­
spectral matrices, and contoured. The sub-series 
exhibiting the desired characteristics were then picked 
out, and their cross-spectra were averaged to give the 
final spectral matrix for the short period data of the 
particular data set under consideration. 

For example, for the 5-component data set of 
30,000 s length (i.e., 3,000 points with 10 s digitization) 
illustrated in Fig. 2 (an event recorded at N AT), a "nor­
mal" analysis of the data gave the ZXY and QXY es­
timates illustrated in Fig. 3. It is obvious, from their 
discrepancy, that the estimates appear to have large 
bias errors at short periods. As shown in Figs. 4a and 
b, this increasing bias error is probably due to the 
decreasing signal-to-digitizing noise level with decreas­
ing period. Undertaking an f - t analysis of the data, 
with L = 256, £ = 128, and a Q factor of 0.2, gave 22 
sub-data sets with 10 frequencies at which smoothed 
estimates were derived in each. Contouring the Norma­
lized Transformed Partial Coherency (NTPC) functions 
&32.1 and &41.2 (Jones, 1981 b) indicates that superior 
estimates can be obtained at short periods by selecting 

106,..-----.-----.-------, 106',..-----.----,------, 

(a) 

-- H 
o 
Z 

" I ... ,1 
I I \ I /! v 

I ' , ! 
/' /'" , . 

, ! 
:/ 
, I 
/; 

/ ! 
I ! , ! 

I ! 

I 
i 
i 

i 

10 ° L-----:,O----:'.-----:::O 
~ ~ ~ d 

PERIOD (sec) 

-- E 
----- N 

Fig. 4a and b. The auto power spectral 
densities of a the magnetic 
components and b the telluric 
components illustrated in Fig. 2. The 
full line along the lower part of the 
figure is the estimated noise power 
introduced by the manual digitizing of 
the records (note that it is not flat due 

(b) to the frequency response of the 
IcflL------':;-----.... ---.....J. instruments) 

10 102 103 10" 

PERIOD (sec) 



40 

PERIOD NO. PERIOD NO. 

ci 
Z 

I­
U.! 
VI 
I 
m 
:::I 
VI 12 

~ o 

-
(0) 

splices of the data than by employing the whole data 
sets (Figs. 5 a and b). 

These NTPC functions are defined, for example for 
&32.1' by 

& _ arctanh (If 32. 11) 
32.1 - (2V+4)1/2) 

arctanh v-2 

(6) 

(lones, 1977, 1981 b), where the numerator is the positive 
square root of the estimate of the partial coherence 
j'~2.1 transformed, by the Fisher z-transformation (see, 
for example, Hald, 1952, p. 609), into a domain in 
which it exhibits a more nearly normal distribution, 
and the denominator is the transformed expectation 
value of the estimate of the positive square root of the 
partial coherence when all three series are totally un­
correlated, v being the number of degrees of freedom 
associated with the estimate. The variance of &32.1 is 

~ v+2 
Var(N32.1) (2V+4)1/2) 

(1'_2)2 arctanh 1'-2 

(7) 

(lones, 1977, Eq. (4.66c), and these normalised transfo!­
med coherence functions have the property that E[N] 
= 1 for totally uncorrelated series, thus indicating di­
rectly the coherent to incoherent signal ratio. The other 
properties that make these functions preferable to the 
usual coherence functions are given in lones (1981 b). 
Hence, for example for 1'=12, values of N32 . 1 above 
2.25 are indicative of a true correlation between N 
and D at the 95 ~~ confidence level (given by 
1 + 1.96 (Var(&»1/2). 

From Figs.5a and b, sub-series were chosen in 
which &32.1 or &41.2 was >6. Those selected were (for 
the definitions of the period numbers, see the caption 
to Fig. 5): 

period no. sub-sets chosen 

4 4 7 
5 7 11 19 
6 10 16 20 
7 5 7 12 

The resulting estimates of i x), and QXY from this selec­
tion are also illustrated in FIg. 3, where it can be seen 

Fig. 5. a The contoured estimate of the 
Normalised Transformed Coherency 
Function between the north telluric 
component and the east magnetic 
component, with the effect of the north 
magnetic component removed in a least­
squares sense (N32 . 1), in the frequency­
time domain (frequency increasing from 
left to right-time increasing frorp. top to 
bottom) b as for a but for the N41.2 

estimate. The period numbers refer to the 
following periods: 1: 1,280 s; 2: 465 s; 
3:270 s; 4: 175 s; 5: 130 s; 6: 105 s; 7:90 s; 
8:75 s; 9:60 s; 10:50 s 

that the estimates from this f - t analysis display far 
smaller bias errors. (Note that the number of oper­
ations required to FFT a dataset of length M is 2M 
log2 M. Hence, the number of operations required to 
FFT all spliced series is (2Llog2L)«Mj(L-£»-1). 
Thus, for a data set of 4,096 points, an FFT of the total 
series requires 98,304 operations, whilst an f - t analysis 
with L = 256 and £ = 128 requires 111,104 operations, 
hence entailing virtually the same CPU time, but giving 
far superior information at shorter periods.) 

4.3 Analysis strategy for ID data 

Many workers analyse their data by the same algor­
ithms, regardless of the nature of the location where the 
observations were made or of the structure of the data 
themselves. Such an approach can, in the opinion of 
the authors, lead to biased and incorrect models which 
are concluded as being indicative of the actual structure 
of the earth that gave rise to the estimated responses. 
Hence, below is presented an "analysis strategy" which, 
hopefully, will lead to far more reliable parameters for 
inversion of 1 D data. 

There are many signatures of data which indicate 
that the earth's conductivity structure beneath the re­
cording location may be assumed to vary with depth 
alone in the period range of observation. The major 
indicators are (for uniform field events): 

(1) low order of anisotropy between the two off­
djagonal elements of the impedance tensor, t xy and 
Zvx' 

. (2) small values for the diagonal elements of the 
impedance tensor relative to the off-diagonal elements 
(i.e., small values of SKEW), 

(3) no dominant maximising direction of the imped­
ance tensor with frequency or with differing events, 
~ (4) small, or zero, induction response functions 

(A, B), i.e., small induction vectors, 
and 

(5) no strong geological or tectonic boundaries 
close, in terms of inductive scale length; to the record­
ing location, i.e., coastlines, major faults, subduction 
zones, volcanoes, major folds, mountain ranges, etc. 
(Here it is assumed that these boundaries give rise to a 
juxtapositioning of rocks of differing properties such 
that they are of differing electrical conductivity. If the 



boundary is between rocks of the same electrical con­
ductivity, then obviously no spatial variation in the 
electromagnetic fields due to the boundary will occur.) 

If the data and the recording location display all 
these features, then it may be confidently assumed that 
a 1 D model for the data will be valid - or, at the very 
least, defensible. For analysis of 1D data, the object 
should be to maximise the signal-to-noise ratio in one 
of the off-diagonal elements of the tensor under con­
sideration (either impedance or admittance). As dif­
ferent events will display differing polarization charac­
teristics, then the impedance and/or admittance tensor 
should be rotated into that direction which gives the 
maximum coherence between the telluric component of 
interest and its corresponding magnetic component. It 
is well-known that the ordinary coherence between, say, 
the N component and the D component, viz. 1'~2' does 
not truely reflect their correlation due to the influence 
of the H component on N for the impedance tensor, or 
the E component on D for the admittance tensor. He­
nce, the coherence functions to employ are the partial 
coherences between either Nand (H, D) for the imped­
ance tensor, or D and (N, E) for the admittance tensor. 
Accordingly, the impedance tensor should be rotated 
into that direction)n which f~2.1 displays a maximum, 
and the element Z~y (the prime denotes a rotated pa­
rameter or response) interpreted in a 1D sense. Similar­
ly, the admittance tensor should be rotated into that 
directi9.n in which g3.4 displays a maximum, and ele­
ment Q~y interpreted in a 1 D sense. (The use of partial 
coherence functions in MT data analysis was first pro­
posed by Reddy and Rankin (1974).) 
~ Estimale ~~, i.e., the coherence weighted average of 
Z~y and Q~)I as given by Eq. (3.3), is considered to be 
the most suitable parameter for interpretation when it 
is believed that the noise contributions on the magnetic 
and telluric components are of approximately equal 
relative magnitude. 

4.4 TIming error correction 
For MT analysis, all that is usually required is that the 
relative timing between the magnetic and telluric com­
ponents be as accurate as possible. However, for the 
instrumentation used in this study, accurate absolute 
timing was essential for reliable MT phase determi­
nation. The two recording instruments, magnetic and 
telluric, were operated independently, and, although the 
absolute timing for each was probably to better than 
5 s, a cumulative error of 10 s was possible. Also, the 
telluric traces were of the order of 0.5 mm thick, hence 
on the slower speed of 12 s/mm a resolution error of up 
to 6 s was likely. Furthermore, problems were encoun­
tered with the internal clock of the telluric recorder 
which malfunctioned intermittently and occasionally 
did not produce the desired hour mark on the records. 
Linear interpolation was used between recognizable 
hour marks, but variations in temperature and hu­
midity could have lead to non-constant chart drives. 

Accordingly, timing errors as great as 20 s or so 
could be expected. Such a timing discrepancy between 
the telluric and magnetic data would cause an error in 
phase of 72° at 100 s period, reducing to 7.2° at 1,000 s 
period, which would make the short period, i.e., < 500 s, 
phase data totally unreliable. Although the phase and 
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apparent resistivity are not independent but are related 
by the Hilbert transform (see, for example, Weidelt, 
1972; Fischer and Schnegg, 1980; Paper I), as shown by 
a number of workers (for example, Parker, 1970; Jones 
and Hutton, 1979b) the phase information provides an 
additional set of constraints on the acceptable model 
parameters that satisfy the observed response. Hence, it 
was considered worthwhile to try to recover the phase 
information by a scheme in which the linear depen­
dence of a given phase on w is reduced, by a regression 
technique, as much as possible. Also, reliable phase 
estimates are essential if the MT impedance and/or 
admittance tensors are to be rotated. It would have 
been possible to calculate Weidelt's (1972) "approxi­
mate phase" from the gradient of the apparent re­
sistivity curve, but this is only an approximation and is 
not to be preferred over real data. 

For two series, x(t) and y(t), which in the frequency 
domain are X(w) and Y(w), the cross-spectrum between 
them is given by SXy(w)=X*(w) Y(w) (smoothing con­
siderations are disregarded for this description). Should 
there be a timing error of d, such that the measured 
data are x(t) and y'(t), where y'(t) = y(t + d), then the 
estimated cross-spectra will be S~y(w)=X*(w) Y'(w), 
where Y'(w)=Y(w)exp(iwd). Hence, S~y(w)=Sxy 
exp(iwd), and the phases are related by <p~iw)=<pxy(w) 
+wd. Thus, the phase estimates of the cross-spectrum 
S~iw) will display a linear dependence on w. Accord­
ingly, an estimate of the timing error d may possibly be 
obtained by a linear regression of the phase of S~ (w) 
on w. This estimate is given by y 

0)2 0)2 CO2 

m L w<P~y(w) - I w I <p~iw) 
(8) 

where the error is estimated in the frequency range 
(w 1 , ( 2), and there are m estimates of S~y(w) in that 
range. The frequency range should be as large as possi­
ble so that any real dependency of SXY(w) on w is as 
small as possible. 

For MT data, there are a number of choices of 
which phase to use in order best to determine d. The 
phase of, for example, S32 is equivalent to the phase of 
the complex ordinary coherency between Nand D, 

S32 
1'32=(S S )1/2· 

33 22 

(Note the terminology throughout - any frequency do­
main measure of correlation which is a modulus squa­
red quantity is termed a "coherence", and its plural is 
"coherences". The unsquared quantities, which may be 
complex, are termed "coherency" and "coherencies" 
respectively.) However, the linear system represented by 
the MT impedance or admittance tensors is a two­
input/two-output system, and hence ordinary coher­
ences (and accordingly complex ordinary coherencies) 
do not give a true estimate of the correlation between 
the two components of interest due to other inputs and 
outputs on the system. For such data, the correct phase 
to use is the phase of the complex partial coherency 
between, for example, Nand D, 1'32.1' which is equal to 
the phase of the impedance tensor element ZXy. 
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Fig. 6. a The phase of tEe estimates of the off-~iagonal imped­
ance tensor elements (ZXy shown as x, and ZyX as +) before 
the timing correction was applied. The dashed line is an 
illustration of the additive effect on the phase for a timing 
discrepancy of 22 s b as for a but after correction for timing 
discrepancy between the telluric components and the mag­
netic ones 

The Nand E telluric components were recorded on 
separate chart recorders (but using the same clock), and 
were digitized seperately, hence there was no reason to 
assume that the timing errors between Nand (H, D), 
and E and (H, D), were exactly equal. Accordingly, two 
different timing corrections were derived, dn and de' 
from the phases of the uncorrected preliminary es­
timates of the ZXY and ZyZ tensor elements respectively. 
These timing errors were calculated from the phase 
responses in the period range 50-1,000 s, i.e., over one 
and one-half decades. 

As an example of the application of the above de­
scribed timing error corrrection method, Figs. 6a and b 
display the phases of ZXY and ZyX for an event ob­
served at SAU. The uncorrected original estimates of 
the phases show physically unreasonable values to­
wards the shorter periods, whilst the corrected phases 
are within the bounds 0°-90°, and agree with each 
other (which is to be expected as SAD is considered a 
I D location in the period range of interest considered 
herein). The estimated timing errors for the two telluric 
components are -23.1 s for the N component and 
- 21.6 s for the E component, which are of the expected 
order of magnitude, and are approximately equal (due 
to the common clock). Also shown on Fig.6a is the 
additive effect on the phase due to a timing discrepancy 
of 22s. 

Two other recent investigations have attempted to 
correct possible timing discrepancies between the elec­
tric and magnetic components by investigating the de­
pendency of a certain phase on w (Cox et aI., 1980; 
Chave et aI., 1981). Both, however, used the phase of 
the complex ordinary coherency, which, as discussed 
above, is not considered to be the correct choice. Also, 
Cox et al. (1980) assumed that the phase lead of E 
relative to H at frequencies close to 10 cph should be 
n/4. Such a restrictive assumption is not made in the 
procedure described above. 

4.5 Bias-reduced coherence functions 

The normalized transformed coherence functions (Jo­
nes, 1977, 1981 b and Sect. 4.2 herein) have not received 
widespread use, possibly due to the fact that they are 
defined in the range [1,00], rather than the common 
coherence functions which are defined in the range 
[0, 1]. Hence, bias-reduced coherence functions are de­
fined here. 

It is relatively well-known that the estimates of the 
various coherence functions are biased, i.e., when all the 
components involved are totally uncorrelated the esti­
mated coherence functions are non-zero. For the case 
of totally uncorrelated series, the biases of the estimates 
of the ordinary, multiple and partial coherence func­
tions are given by 

A2 2 
B(yXY'O)=-, 

v 

A2 ) 4 
B(yZXY' O =--2' v-

B("2 2v+4 
Yzx.y,O) = (v _2)2 

(9.1) 

(9.2) 

(9.3) 

(lones, 1977), where v is the number of degrees of 
freedom associated with the estimate. When the true 
coherences are non-zero however, these biases are re­
duced. Assuming that there is no bias due to misalign­
ment (Carter, 1980), which should be the case as the 
series have been aligned as described in the previous 
section, Nuttall and Carter, (1976) have shown that the 
bias of the estimate of the ordinary coherence function 
is given by 

B(y;y, y;y)=B(y;y, O)(l-y;Y (1 +4y;y/v) (10) 

where y;v is the true ordinary coherence. An estimate 
of this bias can be obtained from 

13(1;y, y;)=~(1_1;y)2 (1 +4y;y/v) 
v 

(11) 

and accordingly a bias-reduced estimate of the ordinary 
coherence can be defined by 

(A2) A2 B-(A2 2) (2) Yx), b=Yxy - Yx)" I'X}' • I 

As the estimates of the multiple and partial coher­
ence functions have the same distribution functions as 
those of the ordinary coherence function, estimates of 
the bias-reduced forms of these functions are given by 

(A2) A2 '8(A2 2) 
Y. x)' b=Yzxy- Yzxy' Y. XY 

=}~;x)' - C ~ 2) (l-Y;xy)2(1 + 4y;xY/v) (13) 

(14) 

4.6 Averaging procedures and acceptance criteria 

The most usual method for deriving an estimate of a 
response function (or functions) from a number of re­
alizations is to average the raw, or unsmoothed, cross­
spectra for all the available data and to derive the 



estimates of the function from the averaged spectral 
matrix. The confidence intervals could then be derived 
from the expression given in Goodman (1965, repeated 
in Bendat and Piersol, 1971, pp. 199-203). This ap­
proach, however, could lead to domination of the spec­
tral matrix by certain realizations with high power lev­
els and the confidence limit estimation requires that 
th~ noise components be normally distributed. An al­
ternative approach is to average together, in a weighted 
manner the estimated response functions from each 
realization, and to derive the confidence intervals by 
utilising the Student-t distribution. The latter procedure 
assumes merely that the Central Limit Theory is valid 
for the data. Even if the distributions of the com­
ponents in the time domain are not Gaussian, i.e., n?t 
normal, the distributions in the frequency domam 
should certainly approach the normal form, and the 
distributions of the means of the components, which is 
equivalent to the smoothed estimates of the response 
functions, will be normal. ~ ~ ~ 

Accordingly, the response functions Z, Q and W, 
from each realization could have been averaged to­
gether, to obtain the final estimates, by expressions of 
the form 

m (15) 
IWi 

i= 1 

where m was the number of available estimates, and Wi 

was the weighting factor for the i'th estimate. However, 
due to the aforementioned problem regarding reliable 
phase determination, the apparent resistivity and phase 
estimates were averaged independently from each other 
by expressions similar to Eq. (15), where the weighted 
average of apparent resistivity was derived on a logar­
ithmic scale due to its lognormal, rather than normal, 
distribution (Bentley, 1973; Fournier and Febrer, 1976). 
The weights chosen were the bias-reduced estimates of 
the partial coherences, viz. (Y~2.1)b and (Y~3.4)b' for the 
impedance and admittance estimates respectively. 

The above defined bias-reduced partial coherences 
were employed not only as weights, but also as accep­
tance criteria for the estimates of the tensor elements. 
The estimate of the bias-reduced partial coherence had 
to be greater than 0.8 for acceptance. As the par.tial 
coherence functions are always less than the multIple 
coherence functions, this acceptance criterion, it should 
be noted, is stricter than one of Y~ 12 > 0.8 employed, for 
example, by Swift (1967), Kurtz and Garland (1976) ~nd 
Rooney and Hutton (1977). Also, because .the. bza~­
reduced forms are used, the acceptance cntenon IS 
probably stricter than Y~12 >0.9 as used by Reddy and 
Rankin (1972), Vozoff (1972) and Reddy et al. (1976). 

5. Results 

5.1 Nattavaara 

An inspection of the data recorded at N AT showed 
that, for all events, the two unrotated off-diagonal ten­
sor elements lay within the bias errors of each other, 
and the diagonal elements were a~l 10. % ~r less. of the 
off-diagonal elements. Also, the dIrectIOn III whIch the 

�o3,----------,------r-------, 

10 1 L--___ ----lL-___ ---L ____ --.J 

90'.------,,-----,-----, 

60 

-e-
30 

0 1 LO----1--'0\;-2----I..J.O·3 ---~104 

PERIOD (5) 

43 

Fig.7. The final average<!. estimates of W~y for ~AT,. with 
standard errors on the W' responses. The full lme IS the 
theoretical response of th;\est-fitting model (listed in Ta­
ble 2 a) discovered by the search procedure 

partial coherence function (Y~1.2)b displayed a maxi­
mum appeared to be random, i.e., no consistent direc­
tion was apparent over the whole frequency range and 
over all seven events analysed. Both the real and imag­
inary induction vectors for a uniform field event were 
< 0.2 in the period range 100 s-I,OOO s (Paper II, 
Figs. lOa-d and 11 a-d). Nattavaara is in the same tec­
tonic setting as Kiruna (KIR, Fig. 1), and HSG data 
centred on KIR were shown in Papers I and Ib to be 
fully compatible with aID interpretation. Hence, all 
four facts indicate that the data may be interpreted in a 
1 D manner, and accordingly the data were analysed as 
described in Sect. 4.3. 

The final estimates of W~Y' are illustrated in ~ig: 7 
in terms of apparent resistivIty and phase. The hmIts 
shown on the estimates are standard errors, i.e., the 
68 % confidence intervals. The averaged estimates of 
2' and Q' displayed downward and upward biasing 
reipectiveli,Y due to the noise contributions on the ma~­
netic and telluric fields. The bias errors however, estI­
mated by (Q~y - 2~y)/2, were of the sam~ order of 
magnitude as the random errors. The estImated re­
sponse function lV' was taken as indicative of the 
conductivity-depth ~iructure beneath NAT. This func­
tion was tested for validity by the nine inequalities 
given by Weidelt (1972, reproduced in Paper I). Of the 
72 inequalities (9 at each of 6 periods), only 4 were not 
upheld, thus giving greater confidence to the belief that 
the NAT response may be interpreted in a ID manner. 
The N AT responses are listed in Table 1 a. 

In lones (in press 1983b), the NAT response is 
compared with that from the HSG analysis of data 
centred on KIR (see Fig. 1). For the two techniques, 
MT and HSG, a different character of the source field 
is required. In order to interpret single-station MT 
responses (i.e., when there is no knowledge of the source 
structure), the source must be either u~iform, or h~v~ a 
linear dependence with horizontal dIstance (DmItnev 
and Berdichevsky, 1979; Schmucker, 1980). For HSG 
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Fig.8. The final average'!. estimates of W~y for SAU, with 
standard errors on the W;y responses. The full lille is the 
theoretical response of the best-fitting model (listed in Ta­
ble 2) discovered by the search procedure 

data however, the source must be sufficiently non-uni­
form that the gradients of the horizontal magnetic field 
with lateral distance can be reliably estimated. Not­
withstanding these basic requirements of the data, the 
inductive response functions observed at KIR and 
N AT are in total accord with one another. This fact 
indicates that not only have the timing error correc­
tions been performed satisfactorily, but also that there 
are no appreciable telluric distortion effects, of the form 
described by Richards et al. (1982), or current chan­
nelling phenomena (see Jones, in press 1983c for a 
review of this highly contentious subject), occuring in 
northern Sweden. 

Also in Jones, (1983b), the X2 misfit of the D+ 
model, found by Parker's (1980) scheme, to the NAT 
response is derived. This misfit is 3.62, which implies 
that there is very little confidence in accepting the 
hypothesis that the data do not originate from aiD 
earth. 

5.2 Sauvamaki 

As with the N AT responses, the unrotated off-diagonal 
impedance tensor estimates (Zx)' and Z).), and 1he off­
djagonal inverse admittance tensor estimates (Qx and 
Qj'x), were all within the statistical bounds (at 68 %) of 
each other. Also, the real and imaginary induction vec­
tors observed at SA U for a uniform field event were all 
less than 0.2 in the period range 102_10 3 s (Paper 11, 
Figs. lOa-d and 11 a-d). The nearest known large 
geological feature to the site is the Lake Ladoga-Both­
nian Bay zone (LBBZ), or Svecokarelian fault, lying 
approximately 60 km to the NE (see Fig. 1). Hence, it 
was considered justifiable to analyse and interpret the 
data in a 1D manner (see Sect. 7 for a further examina­
tion of this point). 

The final estimates of W~y are illustrated in Fig. 8 in 
terms of apparent resistivity and phase, with standard 
errors as shown. These estimates were also tested for 

Table la. Estimated response function for N AT with as-
sociated standard errors (i.e., 68 % confidence) 

Period p. c/> p.+se p.-se" c/>+se q)-se 
(s) (nm) (degrees) (nm) (nm) (degrees) (degrees) 

toO 127 65.3 303 26.3 90.0 36.7 
160 150 62.7 179 124 67.8 57.5 
250 158 59.7 193 127 65.7 53.8 
400 156 55.6 171 141 58.2 52.9 
630 160 59.6 186 135 64.1 55.1 

1,000 165 52.3 192 141 56.7 48.0 
1,600 135 58.7 161 110 64.1 53.3 
2,500 119 63.8 147 94.7 70.1 57.6 

Table lb. Estimated response function for SAU with as-
sociated standard errors (i.e., 68 % confidence) 

Period P. c/> p.+se p.-se c/>+se c/>-se 
(s) (nm) (degrees) (nm) (nm) (degrees) (degrees) 

63 119 46.2 116 80.5 56.3 36.0 
toO 93.7 59.8 122 69.1 67.8 51.7 
160 85.3 63.8 to6 66.6 70.4 57.2 
250 91.8 56.8 132 58.4 68.2 45.3 
400 to3 43.6 137 74.3 52.2 34.9 
630 121 36.0 203 60.0 52.4 19.6 

1,000 112 40.4 165 70.1 52.3 28.5 

a se = standard error 

validity by Weidelt's inequalities. Of the 63 inequalities 
(9 at each of 7 periods), 21 were violated, principally at 
the shortest and longest periods but also due to the 
minimum in the real part of the response function, 
gSAU' when it is expressed as Schmucker's inductive 
response function, C(w), at 630s (see Jones, L983b, 
Fig. 2). Smoothing the real and imaginary parts of the 
response function independently with a 3 point Han­
ning window, <:L~, i), yielded a response function of 
which only 14 estimates violated the inequalities. These 
smoothed data are listed in Table 1 b. The main cause 
for the violation of these 14 inequalities was the badly 
estimated phase response at the shortest period. It was 
therefore concluded that the timing error correction 
had not completely removed the effects due to in­
correct timing, and hence the shortest period phase 
response was ignored in the Monte-Carlo model search 
procedure, which is discussed below. 

The SAU MT response is compared with the HSG 
one for the region in J ones (1983 b). The two are shown 
to be highly compatible, and hence the above com­
ments about the northern Sweden region, regarding the 
lack of telluric distortion effects and/or current chan­
nelling phenomena, are also valid for the locale around 
SAU. This fact is considered further, in the comparison 
with the results of other MT studies conducted in Fin­
land, in the Discussion. The X2 misfit of the SAU 
response to the D+ model is 9.67, which gives little 
confidence in the hypothesis that the data do not orig­
inate from aID earth. 

Illustrated in Fig.9 are the AMT apparent resis­
tivity geometric means, together with their sample stan­
dard deviations. Apart from the highest frequency es­
timate (at 3,700 Hz), the response describes a uniformly 
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Fig.9. The locally-averaged AMT apparent resistivities, with 
associated sample standard deviations, for the three stations 
close to SAU 

resistive top layer of some 3,000 !lm. The skin depth at 
the lowest frequency (8 Hz) is of the order of 10 km, 
implying that the uppermost layer is of 10 km mini­
mum thickness. The AMT data were used only in a 
qualitative manner, to constrain the topmost layer pa­
rameters, in the Monte-Carlo inversions. 

6. Models 

6.1 First-approximation continuous models 

To gain an initial impression of the conductivity-depth 
structure beneath the MT recording locations, a modi­
fied form of the Niblett-Bostick (Niblett and Sayn­
Wittgenstein, 1960; Bostick, 1977; see also Weidelt et 
a1., 1980 and lones, 1983a) transformation was em­
ployed. The Niblett-Bostick transformation gives a re­
sistivity PB at depth h, from the apparent resistivity 
curve alone, from 

h= (Pa(T) T)1/2 
2nJ1.o 

and 

(1 +m(T») 
PB(h)=Pa(T) I-m(T) 

where 

m(T) d 10g(Pa(T». 
d 10g(T) 

(15) 

(16) 

(17) 

The Niblett-Bostick transform is known to perform 
well in the case of a decrease in resistivity with depth, 
but not so well for an increase of resistivity with depth. 
This is due to the reluctance of current to enter a more 
resistive layer. In order to compensate partially for this 
effect, the gradient of m(T) is taken into consideration, 
i.e., 

m'(T)= d2 10g(Pa(T» 
d210g(T) 

(18) 

If both m(T) and m'(T) are positive, then the apparent 
resistivity curve indicates that, at the periods of interest, 
a transition is being made between a less resistive layer 
and an underlying more resistive one. Conversely, if 
both m(T) and m'(T) are negative, then the opposite is 
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Fig. 10. The modified Niblett-Bostick first-approximation con­
tinuous models for the MT stations NAT and SAD. Also 
shown are the models for KIR and KEV (see Fig. 1) from 
their RSG responses, and for the East European Platform 
(EEP) 

true. Hence, a first-order inversion is defined by re­
sistivity P J' at depth h, given by 

(1 +m(T») 
pAh)=Pa(T) I-m(T) 

for sign(m)=l= sign (m'), (19) 

(h)= (T) (1 + sign (m) (Iml)q) 
PJ Pa I-sign(m)(lmI)Q 

for sign(m) = sign(m') 

where 

{
1/(1 +m)2 

q = 1/(1-m)1/2 
for m(T»O 

for m(T)<O. 
(20) 

Figure 10 shows the modified Niblett-Bostick trans­
formations of the two MT response functions, together 
with those of the inductive response functions, C(w), 
estimated by the HSG method for northern Sweden 
(KIR) and northwestern Norway/northern Finland 
(KEV) (Papers I, Ib), and of the generalised curve for 
the East European Platform (EEP), ·as presented by 
Vanyan et aL (1977). The transformation of the HSG 
response observed at SAU is not included due to the 
lack of confidence in the imaginary part, i.e., hSAU • 

These transformations indicate that the upper mantle 
beneath Scandinavia is remarkably similar everywhere, 
of resistivity around 100 !lm. This value is more than 
an order of magnitude smaller than that of the "nor­
mal geoelectric profile" for the EEP at similar depths 
(Vanyan et aI., 1977, 1980). 
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Fig. 11. The resistivity-depth profiles of models found that are 
acceptable to the N AT response illustrated in Fig. 7 

The other features of note are ( i) that the KIR and 
N A T transformations are very similar, and (ii) that the 
SAD transformation indicates the existence of a lower 
crustal conductor. There is the indication from the 
KEV transformation of a conducting zone beneath north­
eastern Norway/northern Finland. This feature was 
not confirmed however in the model searches described 
in Paper lb. The indication by the SAD transformation 
of a strong resistivity decrease within the upper mantle 
is due solely to the longest period estimate, and hence 
is not considered reliable. 

6.2 Monte-Carlo models 

Resistivity-depth profiles consistent with the MT re­
sponses were discovered by a modified form of the 
Monte-Carlo search procedure of Jones and Hutton, 
(1979b; see also Paper la). For the NAT response, it 
was a priori assumed that the top layer was of 104 Om, 
to be consistent with the information known about 
KIR (Westerlund, 1972). For SAD, the top layer re­
sistivity was assumed to be 3,000 Om, and no models 
were sought in which the top layer thickness was less 
than 10 km, from the AMT information. 

Four layer resistivity-depth profiles of models ac­
ceptable to 15 of the 16 response estimates (8 apparent 
resistivity and 7 phase) for NAT are illustrated in 
Fig. 11, and the acceptable parameter statistics are giv­
en in Table 2a. The theoretical response of the best-

Table 2a. Statistics of the acceptable model parameters to the 
N AT response 

Layer Mean Min Max Mean Mean Best 
-Sd' +Sd 

Layer resistivities (Om) 
1 10,000 10,000 
2 284 106 895 150 540 123 
3 96 89 101 93 99 95 
4 4.1 2.1 11.3 2.6 6.3 4.2 

Layer depths (km) 
1 13.6 5.7 20.8 9.7 19.1 18.6 
2 22.8 20.2 28.3 20.8 24.9 25.7 
3 211 170 244 197 225 201 

Table 2b. Statistics of the acceptable model parameters to the 
SAU response 

Layer Mean Min Max Mean Mean Best 
-Sd +Sd 

Layer resistivities (Om) 
1 3,000 3,000 
2 25.3 12.1 51.3 17.5 36.5 42.9 
3 161 63.2 477 93.3 278 327 
4 5.3 2.0 11.7 3.1 9.1 2.8 

Layer depths (km) 
1 22.5 15.5 29.0 19.5 25.9 19.8 
2 42.2 27.9 59.1 35.2 50.7 58.7 
3 188 153 248 166 213 201 

a Sd = Standard deviation of the sample 

fitting model found by the search, listed in Table 2, is 
illustrated in Fig. 7. It is obvious that the upper mantle 
resistivity is well defined to 95 Om (93-99 Om as mean 
plus/minus one standard deviation of the accepted mod­
el parameter P3)' which is in excellent agreement with 
the resistivity of the upper mantle beneath KIR (Paper 
la). Also, exactly as for the KIR models, a well con­
ducting layer, of P = 2-10 Om, is required below N AT 
at a depth of 195-225 km. This depth is somewhat 
greater, by about 20 km, than beneath KIR. However, 
models can be found for KIR and N AT for which this 
depth is the same beneath both locations, hence the 
evidence from these two locations gives only marginal 
support to any conjecture that the asthenosphere 
deepens from KIR to NA T. 

For SAD, the resistivity-depth profiles of models 
discovered, which were acceptable to all 13 data points 
plus their standard errors (7 for apparent resistivity and 
6 for phase), are as illustrated in Fig. 12, and the ac­
ceptable parameter statistics are given in Table 2b. The 
theoretical response of the best-fitting model, listed in 
Table 2, is illustrated in Fig. 8. The models are signifi­
cantly different from those acceptable to the N AT, 
KIR, and KEV responses in one important detail -
namely the requirement for a well conducting lower 
crustallayer, of P = 18-36 Om. At upper mantle depths, 
the resistivity is in the range 95-275 Om, which is 
slightly more resistive than beneath KIR and N AT, but 
not exceptionally so. Due to the attenuation of the 
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Fig. 12. The resistivity-depth profiles of models found that are 
acceptable to the SAU responses illustrated in Figs. 8 and 9 

electromagnetic fields in the lower crustal conducting 
layer, of depth integrated conductivity in the range 
550-900 S, penetration was not afforded to deep upper 
mantle depths. Hence, the structure at dep~hs below 
about 150 km is not resolved, and accordmgly any 
"electrical asthenosphere" cannot be any shallower 
than 150 km below SAD. 

7. Discussion and conclusions 

The models consistent with the MT response functions 
observed at NAT and SAD, as illustrated in Figs. 11 
and 12 are indicative of several important factors. Basi­
cally the interpretation of the N AT magneto telluric 
response is in total accord with that for the KIR HSG 
response (Paper la) - and hence the points made about 
the KIR models are also true for the N AT models. 
These are: 

(Ll) The depth of the base of the top layer (14 km 
mean value) corresponds with the current best e~­
timates of the upper crustal thickness, and henc~ th~s 
interface may be the electrical analogue of the seIsmIC 
Conrad discontinuity. The implication here is that the 
Conrad discountinuity is associated with an electrical' 
conductivity increase. However, as the nature of the 
seismic Conrad discontinuity is little understood, the 
accord in these depths may be purely coincidental. 

(1.2) A lower crustallayer of around 300 Om, which is 
classified as Type II by Jones (1981 c). 
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(1.3) There is a small, or none existent, electrical !e­
sistivity contrast at the seismic Moho boundary, WhICh 
concurs with the doubts of Theilen and Meissner (1979) 
of there being a strong acoustic interface at the Moho 
in this region. 

(1.4) The depth of the transition to a well conducting 
layer, of p = 2.5-10 Om, in the upper. mantle corre­
sponds with seismic evidence for the eXIstence of a l.ow 
compressional wave velocity layer in the same regIOn 
(see Paper la for details). 

For the models acceptable to the SAD response, 
three major points are important: 

(2.1) There must exist a lower crustal conducting 
layer, of p = 18-36 Om, i~ the region around SA U. The 
necessity for a conductmg zone was al!eady know.n 
from the strong attenuation of the vertIcal magnetIc 
component in this region compared. to northern Scan­
dinavia (see Kiippers et aI., 1979, FIg. 6). For a source 
of wavelength 1,000 km (approximately t~e d~minant 
wavelength of the electrojet illustrated m. FIg. 5 of 
Kuppers et al.) and period of 2~Os ~the domI~ant per­
iodicity of the event displayed m FIg.? of. Kuppers. et 
al.) the H /H ratio in northern ScandmavIa, assummg 
th;t the :eoe1ectric structure is as given by th~ best­
fitting models to the KIR and N AT resp.onses, IS 0.4-
045 which is in accord with the observatIOns at MDO 
(~ee' Fig. 6 of Kiippers et al.). For the SAD region 
however, i.e., assuming the best-fitting model to the 
SAD response, this ratio is 0.3, as indeed s~own by 
station SAD in Fig. 6 of Kuppers et al.. StatIOn JOK 
displays a much smaller H z/H x ratio, of around 0.2, 
which is probably caused by 2D effects d~e to the 
Ladoga-Bothnian Bay zone. Such a conduc~mg lower 
crustal layer classifies it as Type III accordmg to the 
system proposed by Jones (1981 c). The implication f?r 
seismic studies is that this lower crustal layer wIll 
exhibit a normal compressional wave velocity, of Vp 
= 6.8 km s -1, but a low shear wave velocity, of Vs = 3.4-
3.7 km s -1, entailing a Poisson's ratio greater than 0.3. 
Such a zone has previously been reported for the 
southeastern Grenville Province of the Canadian Shield 
(Jordan and Frazer, 1975; Connerney and Kuckes, 
1980' Connerney et aI., 1980), and for the southeastern 
Afridan Shield region (Block et aI., 1969; van Zijl, 1977; 
Blohm et aI., 1977). In both cases, the effects of serpen­
tinization were postulated to explain the anomalous 
seismic and electromagnetic results. However, in a re­
cent compilation of observations, Sha~kland and ~~~er 
(in press 1983) conjecture that these hIgh conductIvItIes 
may be due to a water-rich fluid with a strong content 
of conducting solutes, which suggests that the lower 
crust beneath the regions must have a porosity of 0.01-
0.1 %. 
(2.2) Beneath southern Finland there is an electrical 
boundary which corresponds very well with the postu­
lated Moho depth of 46 km for the region (Bungum et 
aI., 1980), although the Moho is believed to dip sharply, 
to a depth of around 55 km, beneath, and to the north­
east of the LBBZ (Luosto et aI., 1982). The geoelectric 
interfa~e at a most probable depth of 42 km, is be­
tween a 'layer of around 25 Om and an underlying one 
of around 150 Om, i.e., it implies almost an order of 
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magnitude increase in electrical resistivity. This con­
trasts sharply with the models acceptable to the N AT, 
KIR and KEV responses which do not display any 
appreciable resistivity variation at Moho depths. 
(2.3) Although the modified Niblett-Bostick transfor­
mation of the SAU response (Fig. 10) infers a strong 
resistivity decrease within the upper mantle, this is not 
shown to be unequivocally so by the Monte-Carlo mo­
del search procedure. Virtually any conductivity-depth 
distribution below 150 km is permitted by the data. 
However, if an electrical asthenospheric layer is present 
beneath southern Finland, it can be no shallower than 
150 km. 

A simple 2D model of the LBBZ is one in which 
the 1 D models for SAU and for N AT are juxtaposed to 
represent the south-westward and north-eastward sides 
of the zone respectively (it cannot be stressed too high­
ly that this is a very simplified model of the zone - but 
one that may indicate if aiD model for SAU is valid). 
Assuming that the upper crust is contiguous across the 
zone, and is of 5,000 Om resistivity and 20 km thick­
ness, the differences in the lower crustal layers are 
represented by two adjacent zones of 25 Om (for the 
SW side) and 250 Om (for the NE side) of 25 km thick­
ness (i.e., total crustal thickness of 45 km). The mantle 
can also be assumed to be contiguous across the zone, 
with an upper mantle of 100 Om to a depth of 200 km, 
underlain by an electrical asthenosphere of 5 Om. For 
this 2D model, at a position corresponding to the SAU 
site with respect to the LBBZ, the two possible polari­
zations of the incident field yield apparent resistivities 
and phases of 75 Om and 43° (E-polarization) and 
53 Om and 51° (B-polarization) at a period of 1,000 s. 
The 1 D model for the SAU side of the fault yields MT 
response values of 69 Om and 45°. At 100 s, these re­
sponses are 80 Om and 63° (E), 84 Om and 65° (B), and 
89 Om and 67° (1 D) respectively. Hence, given the er­
rors in the data, it is not possible at SAU to detect the 
effects of the above described simplified LBBZ model. 

As mentioned in the Introduction, there have been 
other geomagnetic induction studies conducted in Fin­
land by collaborative efforts on the part of groups from 
Finland (Oulu), Hungary (Sopron) and the USSR 
(Moscow). Adam et aI., (1982) made measurements at 
five locations on a profile crossing the LBBZ, from SW 
to NE, with an average interstation separation of some 
60 km. The response functions from all stations exhi­
bited a large anisotropy between the rotated maximum 
apparent resistivity, Pmax' and the rotated minimum 
apparent resistivity, Pmin' at all frequencies. The closest 
station to SAU, MTl (which was their south-western­
most station, and was approximately 100 km north of 
SAU), displayed a very high anisotropy, of greater than 
2 orders of magnitude, throughout the whole period 
range of observation. This was interpreted by the au­
thors as due to the effects of a narrow tectonic zone 
(dyke), filled with well-conducting formations, embed­
ded in the resistive host (of resistivity 104 Om). In 
stark contrast, the apparent resistivities for SAU show 
110 anisotropy, and, as mentioned previously, the au­
thors believe that they are fully justified in undertaking 
aID interpretation of the response function. 

Adam et al. (1983), supplimenting the above study 
with 2 long period MT observations (104 -105 s), show 

p and p . curves for one of them that are almost 
p~:;llel, o~"~ log-scale, but displaced by an order of 
magnitude. This feature is taken to suggest that surface 
telluric distortion effects are responsible, of the type 
discussed by Richards et al. (1982). As discussed pre­
viously, such a distortion is not possible at SAU due to 
the excellent accord between the HSG and MT re­
sponse functions (telluric distortion effects, due to near­
surface inhomogeneities, would adversely affect the MT 
response but not the HSG one, as no telluric field is 
measured). 

Finally, in the prelimenary interpretation of their 
magnetometer array data, Pajunpaa et al. (in press 
1983) concluded that there is probably a difference in 
electrical conductivity beneath the western part, com­
pared to the north-eastern part, of their array. Their 
array straddled the LBBZ, and hence this difference 
may be attributable to the better conducting lower 
crust to the SW of the fault compared to the NE of it. 
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